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Scientists at the FDA increasingly rely on innovative techniques on High
Performance Computing (HPC) platforms for processing exponentially
growing data in Bioinformatics using variety of applications. Thousands of
CPUs can be marshaled to process data by these applications on a scale and
at speeds that were unthinkable in the recent past. However, the traditional
techniques for processing large data sets using a variety of applications are
no longer adequate and may overwhelm even massively parallel super
computers – HPC clusters. Here, we introduce Scalable Variant Calling
workflow to fully automate and scale processing of whole-genome Next
Generation Sequencing (NGS) data on HPC clusters. A data-driven
scalability technique, combined with the array job facility of the HPC job
schedulers, automates the execution of the sequence of the applications and
data flow among them. The problems of increased computation time
necessary for processing large data sets using a variety of Bioinformatics
applications, associated with traditional techniques, are being overcome.

Abstract

In this work, we demonstrated:
• A Variant Calling Workflow which combines shared-memory 

parallelization techniques with distributed-memory parallelization and 
scaling techniques in processing rapidly growing number of NGS 
datasets on HPC clusters. 

The workflow yielded ~16x speedup when  it was used to process 18 FASTQ 
files each with an average of 200 million reads and each larger than 10 GB, 
drastically reducing the total run time of ~93 hours to only six hours. Total 
of 4.4 TB of data were produced. 

Important benefits of our large-scale data processing methodologies 
include broadening the range of investigations that can be performed in 
silico; increasing the speed of innovation; and potentially improving 
confidence in devices and drug regulatory decisions using novel evidence 
obtained through efficient big data processing.
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Conclusion

The data-driven scaling technique transforms automatically the sequential
processing of n files into an array job of job schedulers on the HPC clusters
for parallel processing (see Figure 1). Based on the location of the input
files, the technique generates a list of the file names in a file list.txt, then
forms and submits an array job script array_job.sh with n tasks (“#$ -t 1-
n”) for the SGE job scheduler. Upon startup, each task uses its unique task
ID, SGE_TASK_ID to retrieve (from list.txt) the file name corresponding
to the task ID via Linux command $(awk “NR==$SGE_TASK_ID” list.txt).
Then the task starts the application with the file name as an input
argument for the further processing. Similarly, based on the location of the
r input reference genome files the Scalable Variant Calling workflow forms
and submits an array job of r tasks, which launches r parallel tasks to
preprocess the reference genome files: create BWA and Samtools indexes
along with a Sequence Dictionary for each reference file in parallel (see
Figure 2) . Every task also creates a unique directory corresponding to each
reference genome file and places its outputs on this directory. Upon the
preprocessing termination, each task of the workflow also applies the data-
drive scaling approach - parameterizes and submits another array job of f
tasks which in turn launches f tasks to process f FASTQ files with a given
reference genome file, see Figure 2. All f tasks of a given reference genome
file output their results on the directory created earlier for this genome file.
Each task executes a sequence of applications: “bwa mem” for mapping the
FASTQ file to the reference genome and generating a SAM file; “samtools
view” for converting the SAM file to a BAM file; “samtools sort” for sorting
(by coordinates) the BAM file; “picard” for adding/replacing read groups
in the BAM file; “samtools index” for building BAM indexes; “freebayes
parallel” for generating VCF files; ”snpEff.jar” for variant annotation using
corresponding (to the selected genome file) SnpEff database.

Materials and Methods
Applying the methodologies for processing large data sets reduces the
processing times from weeks to hours making numerous FDA mission
critical public health goals attainable.

• Experiments with only 18 FASTQ files (each >10 GB and an average of
200 million reads per file, total number of reads in all files is greater
than 3 Billion and 700 Million with total size of ~188 GB) and three
reference files reduced the execution time from ~93 hours of sequential
run to less than 6 hours of scalable/parallel run using 27 compute nodes
(648 CPU cores) yielding ~16x speedup. Total of 4.4 TB of resulting
data produced in 21 directories and 267 files. The sequential run time is
the sum of the run times of the independent tasks for processing the
FASTQ files.

• With 58 FASTQ files the scalable workflow using 87 compute nodes
(2,088 CPU cores) may reduce the execution time from estimated ~350
hours (~2 weeks) of sequential run to less than 6 hours of
scalable/parallel run, thus yielding ~53x speedup.

• Total of M = r * f tasks running in parallel yields speedup ∑Tj/Tmax,
proportional to O(r*f)/Tmax, where Tmax = max (T1, …,TM), Tj is the run
time of task j. Since Tmax << ∑Tj the speed up is proportional to O(M).
The speed up is 17x up to 127x given the number of resources and
workload as shown in Figure 3, created using extrapolation of the
experiments with 18 FASTQ files on CDRH HPC cluster Betsy with
5,000 CPU cores capacity.

Results and Discussion

The NGS technologies generate data in the order of hundreds of gigabytes
per experiment. Efficient and scalable software technologies are needed to
adequately perform data analysis. HPC-based software tools using MPI and
big data frameworks such as Apache Hadoop and Spark have been explored
to address the NGS challenges. Many variant calling workflows and tools,
including SparkGA2, ADAM, SparkBWA, BWASpark, etc. have been
developed over the past decade [1]. However, MPI-based tools inherit MPI’s
rigidity (MPI applications cannot request more than available system
resources; they cannot start until all requested resources available; if any of
the nodes fails no efficient recovery) and the big data frameworks introduce
learning and implementation overheads and do not scale beyond available
system resources. A widely used Bioinformatics application Galaxy provides
user friendly interface for creating specialized workflows, however, scaling
relies on the built-in multi-threading (confined to one computing node
only) or MPI implementations of the applications. In this work the bare-
metal performance of the applications is achieved using only a few Linux
shell and the HPC job scheduler scripts. A data-driven scaling technique is
introduced to automatically scale or parallelize processing of potentially
millions of input files via built-in array job facility of the HPC job
schedulers, such as Son of Grid Engine (SGE), Slurm. If there are not
enough resources available to process all input files, the schedulers queue
them up and start processing automatically as the resources become
available.
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Figure 2. Scalable Variant Calling Workflow on HPC Clusters Figure 1. Data-driven scaling technique

Figure 3. Speedup increases as the number of reference genome  and 
FASTQ files increase. In these experiments the number of reference 

genomes is fixed (three).
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